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Background & Motivation 
 Segment Anything[1]: shows impressive zero-shot performance on generic object segmentation 

“Encoder-Decoder” “over 1 billion masks”“interactive”

Segment Anything: still struggles with domain-specific real-world segmentation tasks 
Camouflaged Scenes Remote Sensing Agriculture



Background & Motivation 
 Parameter-Efficient Fine-Tuning (PEFT): a promising approach to unleash the potential of 

SAM in novel scenarios.

SAM-COBOT[2] CAT-SAM[4]HQSAM[3]

Tunable

“Ignore the beneficial information encoded in the pre-trained SAM ! ”

We argue that:
• There exists domain-invariant information that emerges from extensive pre-training.
• This information is embedded in the feature distributions between the encoder and 

decoder, yet it can be easily overridden or suppressed during fine-tuning.



Challenges & Our solutions
 Challenges: 

• How to extract a good domain-invariant information?

• How to effectively transfer it to the fine-tuned models?
 Formulation: 

• Let 𝑧𝑧𝑖𝑖𝑇𝑇/ 𝑧𝑧𝑖𝑖𝑆𝑆 and 𝑧𝑧𝑚𝑚𝑇𝑇 / 𝑧𝑧𝑚𝑚𝑆𝑆 denote the image encoder features and mask decoder tokens from the teacher
(pre-trained SAM) and student (fine-tuned SAM), respectively. We formulate the extraction and transfer
process as the information flow. We use matrix-based Rényi’s theory to quantify such information.

• Objective 1: to prioritize domain-invariant relations, we constrain the information flow via an upper
bound 𝐼𝐼𝑐𝑐:

𝐼𝐼𝛼𝛼 𝑧𝑧𝑖𝑖𝑇𝑇 , 𝑧𝑧𝑚𝑚𝑇𝑇 ; 𝑟𝑟𝑇𝑇 ≤ 𝐼𝐼𝑐𝑐
• Objective 2: To maximize the extracted information between pre-trained SAM and fine-tuned SAM:

max
𝜔𝜔

𝐼𝐼𝛼𝛼 (𝑟𝑟𝑇𝑇; 𝑟𝑟𝑆𝑆)
• The Lagrangian formulation explicitly implements this trade-off:

max
𝜔𝜔

𝐼𝐼𝛼𝛼 𝑟𝑟𝑇𝑇; 𝑟𝑟𝑆𝑆 − 𝛽𝛽𝐼𝐼𝛼𝛼 𝑧𝑧𝑖𝑖𝑇𝑇 , 𝑧𝑧𝑚𝑚𝑇𝑇 ; 𝑟𝑟𝑇𝑇

To compressTo distill

To compress

To distill



Our solutions
 An Information View of SAM Distillation: 

For Challenge 1: Compressing Intra-SAM Relations

𝐼𝐼𝛼𝛼 𝑧𝑧𝑖𝑖𝑇𝑇 , 𝑧𝑧𝑚𝑚𝑇𝑇 ; 𝑟𝑟𝑇𝑇 ≤ 𝐼𝐼𝑐𝑐

 Attention-based module 𝑓𝑓𝑇𝑇 designed for extraction  Guide relations toward domain-invariant cues

ℒ𝑟𝑟 = −𝑙𝑙𝑙𝑙𝑙𝑙2 𝐺𝐺𝑟𝑟𝑇𝑇 𝐹𝐹
2 + 𝑙𝑙𝑙𝑙𝑙𝑙2 𝐺𝐺𝑖𝑖𝑚𝑚𝑟𝑟

𝑇𝑇
𝐹𝐹
2

ℒ𝑟𝑟 = 𝐼𝐼𝛼𝛼 𝑧𝑧𝑖𝑖𝑇𝑇 , 𝑧𝑧𝑚𝑚𝑇𝑇 ; 𝑟𝑟𝑇𝑇

= 𝑆𝑆𝛼𝛼 𝐺𝐺𝑖𝑖𝑇𝑇 ,𝐺𝐺𝑚𝑚𝑇𝑇 + 𝑆𝑆𝛼𝛼 𝐺𝐺𝑟𝑟𝑇𝑇 − 𝑆𝑆𝛼𝛼 𝐺𝐺𝑖𝑖𝑇𝑇 ,𝐺𝐺𝑚𝑚𝑇𝑇 ,𝐺𝐺𝑟𝑟𝑇𝑇

Set 𝛼𝛼 = 2

Extraction & Compression



Our solutions
 An Information View of SAM Distillation: 

For Challenge 2: Maximizing Inter-SAM Relations

max
𝜔𝜔

𝐼𝐼𝛼𝛼 (𝑟𝑟𝑇𝑇; 𝑟𝑟𝑆𝑆)

 Transfer the relationships by minimizing their distance.

ℒ𝑑𝑑 = 𝑙𝑙𝑙𝑙𝑙𝑙2 𝐺𝐺𝑟𝑟𝑇𝑇 𝐹𝐹
2 + 𝑙𝑙𝑙𝑙𝑙𝑙2 𝐺𝐺𝑟𝑟𝑆𝑆 𝐹𝐹

2 − 𝑙𝑙𝑙𝑙𝑙𝑙2 𝐺𝐺𝑟𝑟𝑇𝑇𝑆𝑆 𝐹𝐹
2

ℒ𝑑𝑑 = −𝐼𝐼𝛼𝛼 𝑟𝑟𝑇𝑇; 𝑟𝑟𝑆𝑆

= −𝑆𝑆𝛼𝛼 𝐺𝐺𝑟𝑟𝑇𝑇 − 𝑆𝑆𝛼𝛼 𝐺𝐺𝑟𝑟𝑆𝑆 + 𝑆𝑆𝛼𝛼 𝐺𝐺𝑟𝑟𝑇𝑇 ,𝐺𝐺𝑟𝑟𝑆𝑆

Set 𝛼𝛼 = 2

Distillation



Our solutions
 Overview of InfoSAM: 

ℒ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝜆𝜆1ℒ𝑟𝑟 + 𝜆𝜆2ℒ𝑑𝑑



Experiments
 Compare with PEFT baselines across various downstream segmentation tasks

InfoSAM outperforms other PEFT techniques across various datasets from different domains. 
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Experiments
 Compare with distillation baselines across various domains

Most distillation methods harm PEFT due to the weak teacher, often underperforming vanilla fine-
tuning. In contrast, InfoSAM distills only essential knowledge from the teacher.
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Experiments
 Extended Experiment with SAM2

InfoSAM consistently performs well with SAM2, thanks to its structure-independent, information-
theoretic foundation.
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Experiments
 Ablation Study

 Evolution of relation maps and their statistical distributions over epochs, without and with the 
regularization term.

 Effects of the Relation Module Ablation study results of two losses
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Experiments
 Visualization results
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