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: Fine-Tuning the Segment Anything Model from An 
Information-Theoretic Perspective

Introduction

Parameter-efficient fine-tuning (PEFT) is a 
promising approach to unleash the potential of 
Segment Anything (SAM) in diverse scenarios. 

 Leaf disease segmentation  Remote sensing road segmentation

 Previous solutions

 Background

Can we extract the domain-invariant 
information preserved in the pre-trained SAM 

to enhance the PEFT process?

Challenges:
• How to extract the domain-invariant information? 
• How to transfer it to the finetuned process?

• Traditional PEFT Methods for SAM 

• Traditional Distillation Methods for SAM 
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Bottleneck

𝑠𝑠. 𝑡𝑡.  𝐼𝐼𝛼𝛼 𝑧𝑧𝑖𝑖𝑇𝑇 , 𝑧𝑧𝑚𝑚𝑇𝑇 ; 𝑟𝑟𝑇𝑇 ≤ 𝐼𝐼𝑐𝑐

𝑚𝑚𝑚𝑚𝑚𝑚
𝜔𝜔∈Ω\Ω𝑙𝑙

 𝐼𝐼𝛼𝛼 𝑟𝑟𝑇𝑇; 𝑟𝑟𝑠𝑠
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Distillation

Frozen Parameters

Full Training

InfoSAM leverages matrix-based Rényi mutual information to (i) compress domain-
invariant relations and (ii) maximize alignment between pre-trained and fine-tuned 
relational knowledge.

 Formulation  Overview of InfoSAM
• Let 𝑧𝑧𝑖𝑖𝑇𝑇/ 𝑧𝑧𝑖𝑖𝑆𝑆 and 𝑧𝑧𝑚𝑚𝑇𝑇  / 𝑧𝑧𝑚𝑚𝑆𝑆  denote the image encoder features and 

mask decoder tokens from the teacher (pre-trained SAM) and 
student (fine-tuned SAM), respectively.

• To prioritize the domain-invariant relations 𝑟𝑟𝑇𝑇 :

• To maximize the extracted information:

• The overall objectives:

ℒ𝑟𝑟 = −𝑙𝑙𝑙𝑙𝑙𝑙2 𝐺𝐺𝑟𝑟𝑇𝑇 𝐹𝐹
2 + 𝑙𝑙𝑙𝑙𝑙𝑙2 𝐺𝐺𝑖𝑖𝑚𝑚𝑟𝑟

𝑇𝑇
𝐹𝐹
2𝐼𝐼𝛼𝛼(𝑧𝑧𝑖𝑖𝑇𝑇 , 𝑧𝑧𝑚𝑚𝑇𝑇 ; 𝑟𝑟𝑇𝑇) ≤ 𝐼𝐼𝑐𝑐

max
𝜔𝜔

𝐼𝐼𝛼𝛼 𝑟𝑟𝑇𝑇; 𝑟𝑟𝑆𝑆 − 𝛽𝛽𝐼𝐼𝛼𝛼(𝑧𝑧𝑖𝑖𝑇𝑇 , 𝑧𝑧𝑚𝑚𝑇𝑇 ; 𝑟𝑟𝑇𝑇) ℒ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝜆𝜆1ℒ𝑟𝑟 + 𝜆𝜆2ℒ𝑑𝑑

max
𝜔𝜔

𝐼𝐼𝛼𝛼 (𝑟𝑟𝑇𝑇; 𝑟𝑟𝑆𝑆) ℒ𝑑𝑑 = 𝑙𝑙𝑙𝑙𝑙𝑙2 𝐺𝐺𝑟𝑟𝑇𝑇 𝐹𝐹
2 + 𝑙𝑙𝑙𝑙𝑙𝑙2 𝐺𝐺𝑟𝑟𝑆𝑆 𝐹𝐹

2    
− 𝑙𝑙𝑙𝑙𝑙𝑙2 𝐺𝐺𝑟𝑟𝑇𝑇𝑆𝑆 𝐹𝐹
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•  Comparison of PEFT methods on various segmentation tasks. • Ablation study

•  Visualization results

 Ablation study results of two losses

 Relation maps evolve from early to late epochs  Visualization results on camouflaged object segmentation

 Transferability of the Relation Module 
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